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Abstract 

This study addresses the growing problem of information clutter, particularly in the 

context of celebrity death announcements. As the rapid spread of misinformation 

becomes a critical social issue, especially through mass and social media, it is 

essential to understand the mechanisms behind this phenomenon. The research 

employs an interdisciplinary approach, integrating computational, linguistic, 

sociological, and journalistic perspectives to analyze the characteristics of 

unintentional fake news. Using machine learning classification techniques, it seeks 

to differentiate between unintentional fake news, real news that debunks these false 

claims, and real news. The findings reveal significant linguistic features that 

contribute to the classification process. However, while there are models capable 

of classifying certain specific news types, none of them are able to correctly 

classify all news types considered, underscoring the complexities involved in 

distinguishing between correct, misinformation, and disinformation. This work not 

only sheds light on the nature of unintentional fake news but also emphasizes the 

need to improve fact-checking processes in journalism to combat the viral spread 
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of misinformation. Ultimately, the study calls for further research into the 

implications of these findings for media practices and the role of technology in 

addressing the challenges of information disorder in contemporary society. 

Keywords:  Fake news; mass communication; machine learning; natural language 

processing. 

Introduction 

Fake news is a message that has been deliberately created to misinform, including 

false information within a general context of truth, in order to manipulate public 

opinion among certain social groups. According to UNESCO 
1
 , this term is in 

itself an oxymoron, since news should, by definition, be verifiable news. Fake 

news is an example of disinformation, a phenomenon that deliberately combines 

malicious information (malinformation) and misinformation (misinformation) 
2
 . 

This is best illustrated in Figure 1 . Malicious information is information created 

solely to defame or harm; for example, hate speech, harassment, and the leak of 

sensitive and private information. Misinformation refers to information that is 

misleading or false, but not deliberate, due to misinterpretations or translations, 

typing errors, or other problems on the part of its issuers. All of these types of 

information problems fit within the more general concept of information 

disorder 
3
 . While fake news has existed for centuries 

4
 , the ubiquity and 

instantaneousness of current technology allows for its real-time spread on a global 

level, representing a critical problem for societies at different levels, such as the 

political 
5
 , the health 

6
 or the societal 

7
 . 
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Source: Based on 
(3), (4)

 . 

Figure 1  Taxonomy of information disorder.  

In this context, the object of study of this work, much less studied than 

disinformation fake news, is what we will call unintentional fake news, a type of 

misinformation that occurs when a news story is adapted and shared based on a 

fake news story, believing that the original source is true. The frequent use of the 

Internet and social networks as the only source of information leads to a loss of 

quality of informative content, which makes it difficult for journalists to 

adequately verify the facts and circumstances that are published 
8
 . This type of 

phenomenon is increasingly occurring in mass media, where economic needs and 

scarce resources lead to fast-paced editorial environments, in which 

communicators do not have enough time to verify news facts. This can lead to 
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incorrect publications that fuel the spread of hoaxes or deceptions, erroneous 

claims, and unverified rumors 
9
 . Unintentional fake news stories often expand and 

complement the content of the original fake news story, transforming what was 

once a simple Twitter/X post or Instagram image into a seemingly full-blown press 

release. This problem contributes to the rapid viralization and consolidation of fake 

news stories, making them even more difficult to detect 
10

 . 

A paradigmatic case of unintentional fake news is the announcement of celebrity 

deaths. This is the case with the news of Chomsky's fake death in June 2024, which 

contrasts with other real news stories of equivalent media impact, such as the death 

of Stephen Hawking in March 2018. 

Since there is no clarity regarding the authorship of this type of fake news or its 

main motives, comparative literature raises some hypotheses. From political and 

behavioral psychology, studies refer to the return of the idea of the search for 

epistemological certainty 
11

 , that is, being certain that one knows something that 

"no one else knows," especially useful when thinking about news with a 

conspiratorial nature, and how readers engage with such information. Other works 

raise a possibility of content monetization, at a time when news consumption is 

directly related to reach and usage metrics 
12

 , 
9
 , 

8
 , 

13
 . It could even be suggested 

that they are part of social experiments, since the reasons are not as clear, unlike 

other fake news of a political nature or conspiracy theories. 

It is in its nonspecific nature that we find the analytical possibility of considering 

this problem. In the case of news about celebrity deaths, there doesn't seem to be a 

purpose to establish or manipulate discourse, but the intention of the initial creator, 
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whether for "experimental" purposes or not, is equally conscious and generates 

negative effects. Therefore, the original news item does qualify as fake news and, 

therefore, as disinformation. In contrast, mass media reports that amplify and 

amplify this false content, usually originally posted on social media, qualify as 

misinformation. 

The phenomenon can also be addressed from the urgency of the journalistic 

scoop 
14

 . 

Specifically, sociological theory has presented the press as a field 
15

 under which 

competition prevails, causing a need to stay ahead of the curve 
16

 . While it is 

difficult to link it to the intentional generation of false content and disinformation, 

it can help understand its rapid and widespread transmission to other media and 

social media platforms. 

Currently, five types of methods are distinguished for classifying fake news 

. 
17

 Two of these techniques are manual. Fact-checking is a journalistic practice in 

which experts on the topic of a given news item analyze its veracity, gathering 

information about the news. It is an effective verification practice, but inefficient in 

terms of time and human resources. Due to its slow verification speed, it does not 

prevent fake news from spreading and reaching a certain level of manipulation in 

the collective unconscious. The other manual technique is crowdsourcing, a task 

similar to the previous one, but carried out by a collaborative team, not necessarily 

experts in the subject. This technique can improve response times but decrease the 

quality of verification. 
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https://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-33052024000100238&lng=en&nrm=iso&tlng=es#B14
https://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-33052024000100238&lng=en&nrm=iso&tlng=es#B15
https://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-33052024000100238&lng=en&nrm=iso&tlng=es#B16
https://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-33052024000100238&lng=en&nrm=iso&tlng=es#B17


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

6 
 

 

Vol. 13 No. 2 (2025) 

 

www.publishpk.net/index.php/techonlogy 

Two other automated techniques are more efficient by being able to deliver results 

almost in real time, but less effective. The first is the use of natural language 

processing (NLP) techniques, based on the application of linguistic features and 

other computational linguistic techniques to recognize the lexical, syntactical, 

grammatical, and semantic characteristics that distinguish real news from fake. The 

second refers to a set of machine learning (ML) and deep learning (DL) 

techniques, which involve the use of artificial intelligence and advanced statistics 

to teach an algorithm to identify patterns in said data using a large training dataset 

and thus be able to classify new news items with a certain degree of accuracy, 

precision, and confidence. There are many ML and DL methods currently 

available 
9
 , 

18
 . However, its main problems are, on the one hand, the dependence 

on contexts (topic, language, time period, historical circumstances, etc.) when 

training these news items, that is, they only learn to classify the specific types of 

news with which they were originally trained, and on the other hand, the low 

interpretability of its results, that is, the limited capacity to understand why a news 

item that was labeled as fake is actually so, and what distinguishes it from real 

news. Thus, the latter method is actually a set of hybrid methods; a combination of 

the previous ones. For example, the use of linguistic features specific to NLP can 

be used to help make ML models more interpretable 
19

 . 

This work aims to automatically classify unintentional fake news. To do so, we 

address the problem of automated detection and characterization of unintentional 

fake news using a hybrid approach based on ML models and NLP linguistic 

features. The work also focuses on news stories originally written in Spanish, a 

https://portal.issn.org/resource/ISSN-L/2311-3995
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language widely used on the internet, being the third most used language, although 

considerably less explored than English. Its analysis presents complexities given its 

unique linguistic characteristics, such as a greater number of inflectional and 

derivational alternatives at the morphological level and greater flexibility at the 

syntactical level 
20

 , which implies an in-depth investigation of its lexical and 

grammatical features in written texts. This avoids the loss of substantive 

information when translating only from English, a very common solution in this 

field of research. As a case study, the phenomenon of celebrity death news will be 

analyzed, contrasting unintentional fake news with real news that refutes them, as 

well as with news of actual deaths. The expected results are to identify lexical, 

grammatical, and discursive features that allow for the automatic differentiation of 

real news from unintentional fake news. 

The framework is then presented, using an interdisciplinary approach that 

encompasses journalistic, sociological, computer science, and technological 

aspects of detecting fake news, disinformation, and misinformation. The 

methodology of the work is then detailed, presenting the experimental design, and 

then the experimental setup based on a real data set. The results are then presented 

and discussed, along with the main conclusions and future work. 

Related Work 

It is now widely accepted that the world is dominated by an "infocracy," which 

refers to an information regime controlled by algorithms that analyze human user 

data . 
21

 In this context, a veritable "information war" occurs, as the different voices 

interacting in the virtual public space seek to dominate one another. These 

https://portal.issn.org/resource/ISSN-L/2311-3995
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messages are emitted by various actors from their positions in different social 

fields 
and

 , therefore, reflect the power relations they exercise. In this context, the 

strategies used by the actors comprising these fields of dominance (political, 

economic, cultural) are diverse, using the media as a channel and, more recently, 

the digital platforms that have emerged in the last 30 years. 

For years, the relationship between digital communication and fake news has been 

inseparable 
17

 . Various researchers have tried to understand this articulation, 

frequently referring to the present public sphere as "post-truth" 
23

 , 
18

 , 
24

 a 

phenomenon for which updates and new research programs have been proposed 
25

 . 

Thinking about the deaths of famous people as fake news is relevant in the sense of 

asking why these events are possible and in what contexts news of this type is 

shared. Sociology introduces the concept of the attention market 
26

 for this type of 

process , which seeks to help understand the generation and consumption of certain 

types of content over others. There is clear consensus that during the pandemic, the 

consumption of this type of content increased, fostered by exacerbated emotions, 

communication disorders due to echo chambers 
27

 , filter bubbles 
28

 , and even 

intentionality. The approach of this work aligns with that of others, which allows 

us to move from concern about the threat of the type of content to an understanding 

of why at certain times certain content is shared and not others 
29

 . 

From a computational and technological perspective, increased computing and data 

collection capabilities, coupled with recent advances in artificial intelligence, have 

enabled progress toward partial solutions in specific contexts for the detection and 

classification of various types of information disorders. However, it is these same 

https://portal.issn.org/resource/ISSN-L/2311-3995
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technologies that have enabled greater sophistication and effectiveness in the 

creation of fake news and malicious information 
30

 . In the particular case of 

misinformation, machine learning methods have been applied in multiple contexts, 

such as social 
31

 or health crises 
32

 . One of the main current challenges is to move 

towards hybrid methods that use explainable artificial intelligence techniques 
3
 . In 

particular, the combination of machine learning and natural language processing 

seem an appropriate path to pursue greater interpretability of analysis results 
19

 . 

Methodology 

This work will employ a hybrid methodology, utilizing quantitative classification 

and analysis techniques from machine learning and computational linguistics, as 

well as qualitative discourse analysis techniques. This approach will allow for not 

only a descriptive but also an explanatory one, supported by greater interpretability 

of the analysis results. Specifically, rather than simply classifying news as real or 

fake—a complex problem highly dependent on context and data quality—the goal 

is also to understand the potential linguistic and discursive differences between real 

news and unintentional fake news. 

This paper aims to classify news stories about celebrity deaths, which are rife with 

unintentional fake news. The general procedure is described in Figure 2 and 

exemplified in Figure 3 , both of which are detailed below. 

https://portal.issn.org/resource/ISSN-L/2311-3995
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Figure 2  Data manipulation process. 

 

Figure 3  Example of data manipulation process. 
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Data collection 

Supervised machine learning techniques require training, testing, and validation 

stages. For the training and testing stages, the existing CLNews database, used for 

the classification of false rumors in Spanish 
3
 , was used . CLNews contains 300 

content propagation trees on Twitter (currently X), related to trending topics of 

social, political, and sporting events in Chile. These trees, 

The data collected between June 2019 and January 2020 were manually labeled, 

resulting in 87 true rumors, 53 false rumors, 49 unverifiable rumors, and 111 non-

rumors. Note that after these training and testing stages, a model was obtained that 

was ready to be validated with new news. 

For the validation stage, the dataset was manually constructed from a series of 

celebrity death news stories written exclusively in Spanish, without translations, 

and published in Spanish-language media. Three types of news stories from online 

media outlets were considered, including the headline, subheading, and body of the 

news: 

- T1: Unintentional fake news. 

- T2: Real news, which refutes the misinformation in T1. 

- T3: Real news. 

Group T2 is proposed as a methodological innovation, as it deals with real news, 

but with different characteristics than those of a real news story about a person's 

death. The newsworthy event, in these cases, is not the death of a celebrity, but 

rather the fact that their death has been denied. 
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Each group contained the same number of news stories. For the same celebrity, the 

news stories in T1 and T2 must have the same publication date, to prevent news 

from later days from expanding the content by adding additional context and 

generating additional noise to the comparisons. It should be noted that the 

validation dataset does not need to be large, as this does not represent a theoretical 

or practical limitation for the described purpose. The validation dataset used, called 

FalleDesinfo_ES, is detailed later in the experimental setup section. 

Data analysis 

For news classification, five classic supervised machine learning models were 

used, based on linguistic features 
19

 for the Spanish language: support vector 

machine (SVM), linear kernel and radial basis function (RBF); random forest (RF), 

XGBoost, and logistic regression (LR) 
33

 . As mentioned above, these models were 

trained and tested with the CLNews database, and validated with the new 

FalleDesinfo_ES dataset. 

Linguistic features are algorithmically implemented metrics that allow the 

quantification of specific characteristics of a text, such as: statistics related to its 

words (either all of them or specific types, such as adjectives, adverbs, nouns, etc.), 

sentences or paragraphs; counts of terms belonging to specific dictionaries, among 

others. This work considers various existing metrics, based on previous 

work 
19

 and implemented specifically for the Spanish language, identified through 

the PACTE 
45

 platform for quantitative analysis of Spanish texts . 
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To compare the news items, the classifiers and linguistic features were applied to 

all news items of each type (T1, T2, and T3). The classification results were then 

compared within each type, between types, and between classifiers. 

The classifiers allow each news item in the dataset to be labeled as "real" or "fake." 

The performance of these classifiers is evaluated using the traditional metrics of 

accuracy, precision, recall, and F1-score, indicated in equations ( 1 )–( 4 ): 

 (1) 

 ()2 

 ()3 

 (4) 

where TP corresponds to true positives, TN to true negatives, FP to false positives, 

and FN to false negatives. 

These metrics provide insight into the degree of confidence with which the 

classifier performed its labeling. It should be noted that the F1 score is conceived 

as the harmonic mean between precision, the value that considers correctly 

identified examples (TP) and those identified as corresponding to another class 

(FP); and recall, the value that considers correctly identified examples (TP) and 

those that were not identified for the respective class. This allows both measures to 

be combined into a single value, which is useful for comparing the combined 

performance of precision and recall across multiple classification results. 

For linguistic features, these yield numerical values. As part of classifier analysis, 

identifying the most relevant linguistic features helps us identify the most 

https://portal.issn.org/resource/ISSN-L/2311-3995
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significant features for the model's predictions. For linear SVM and logistic 

regression, these values are based on the model's coefficients, so higher values 

indicate greater relevance. In a Random Forest, the amount of information each 

feature contributes by reducing uncertainty in the trees is measured. XGBoost 

evaluates importance based on how frequently each feature is used to split the data 

in the model's trees. For SVM with an RBF kernel, the importance permutation is 

used, which measures how much the model's accuracy drops when the values of a 

feature are altered. These metrics allow us to identify key features that influence 

the model's results. 

Due to the nature of the news, significant differences are expected between the 

news stories of groups T1 and T2. However, the differences between groups T1 

and T3 may be less evident. 

Experimental Setup 

Next, the experimental design described in the previous section will be presented. 

The dataset, the performance of the previously tested automatic classifiers, and a 

description of the linguistic features that were significant for this work and that 

have implications for the following Results section are detailed. 

Dataset 

For the classifier validation dataset, 11 news items of each type were manually 

collected, totaling 33 news items in total. This dataset, called FalleDesinfo_ES, has 

been published for free use 
34

 . Group T1 consists of news items related to the 

alleged death of linguist and intellectual Noam Chomsky, disseminated on June 18, 

2024, which amplified a fake news item initially spread by social media platforms 

https://portal.issn.org/resource/ISSN-L/2311-3995
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(Twitter/X and Facebook). Group T2 contains news items published on the same 

day that refute the previous report. Moreover, some media outlets in T1 and T2 are 

repeated. Finally, group T3 contains real news items about the death of physicist 

Stephen Hawking on March 14, 2018. 

Figure 4 shows the normalized global internet search interest generated by Stephen 

Hawking and Noam Chomsky, according to Google Trends, between one week 

before and one week after the news of their deaths. The less abrupt decrease in 

Chomsky's case is due to news reports in the following days denying his death. 

 

Fuente: Google Trends. 

Figure 4  Search interest for Stephen Hawking (left) and Noam Chomsky (right) on 

the Internet, including the date of the news of their deaths.  

Figure 5 shows the geolocation of the same searches over the same period. 

Hawking's normalized searches are led by Honduras, Paraguay, the United 

Kingdom, Australia, and Panama. 

https://portal.issn.org/resource/ISSN-L/2311-3995
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Fuente: Google Trends. 

Figure 5  Geolocation of searches for Stephen Hawking (left) and Noam Chomsky 

(right) on the Internet during the same time period as above.  

For Chomsky, the top ten countries are all Latin American, with Honduras, 

Nicaragua, El Salvador, Paraguay, and Uruguay leading the list. 

It is worth mentioning that all the countries on the list have faced or been exposed 

to disinformation campaigns, especially in the context of elections and social 

crises, and in some cases, they have even been carried out (and financed) by 

government agencies 
35

 , 
36

 . This has been done with the aim of influencing public 

opinion, gaining greater citizen support, and/or damaging the reputation of political 

adversaries. It is in this digital ecosystem that the cases of Honduras 
37

 and 

Nicaragua 
38

 stand out , where disinformation strategies are systematized and 

institutionalized, and the techniques of cybertroop 
36

 and farm troll 
39

 are mainly 

used . Thus, in this situation, it could be conjectured that the constant exposure of 

Hondurans to fake news has generated a certain skepticism that leads them to 

question the credibility of certain sources (mainly social media) and to verify 

https://portal.issn.org/resource/ISSN-L/2311-3995
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information in other media, using the Google search engine. More focused studies 

would be necessary to better understand this ranking. 

The news sources collected in the FalleDesinfo_ES dataset for each group were as 

follows: 

- T1: Continental, Debate, e-consultation, El Cronista, Página12, La Tercera (2), 

Línea Directa, LT10 (original source: Cadena 3), Radio UChile, RDN (original 

source: ABC). 

- T2: API, Cadena 3, Debate, El Comercio de Perú, The Republic Newspaper, The 

Journalist, La Tercera, MSN, Portfolio, T13, Wired. 

- T3: As, Clarín, CNN Español, DW, El Mundo, Euro News, El Heraldo, Infobae, 

La Tercera, Público, T13. 

Some T1 news had to be extracted from the history of websites stored on the 

Internet Archive (archive.org), while it is noteworthy that others remain available 

online at the time of writing. 

Automatic classifiers 

As mentioned above, the five classifiers used were pre-trained using the CLNews 

database of false rumors in Spanish 
40

 . 90% of the data was used for training and 

10% for testing, with the latter achieving the performances illustrated in Table 1 . 

Among all of them, the linear SVM model stands out, with RF and XGBoost 

showing considerably lower performances than the others. This information is 

relevant when interpreting the results obtained in the following section for the new 

validation data. 

Table 1  Performance of previously tested classifiers.  

https://portal.issn.org/resource/ISSN-L/2311-3995
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Linguistic features 

The linguistic features considered can be grouped into five categories: surface 

variables, grammatical category variables, lexical variables with a discursive 

function, polarity lexicon, and emotions and feelings lexicon. 

Surface variables consider the linguistic units that can be recognized on the surface 

of the text, such as sentences, paragraphs, words, and characters. Each of these 

units can be measured in relation to the total, maximum, minimum, and median 

number. For the first category, five features are considered: total number of 

sentences, minimum and maximum number of words, maximum number of 

characters, and maximum number of non-space characters. 

Grammatical categories refer to the classification of words in a text. These include 

verbs, nouns, adjectives, adverbs, and others. Like the previous variable, they can 

be measured in relation to the total, maximum, minimum, mean, and median 

number. Added to these are the standard deviation, the idf (inverse document 

frequency), and the tf-idf (term frequency-inverse document frequency). For the 

second category, eight features are considered: maximum, minimum, mean, and 

median number of prepositions, maximum number of auxiliaries and tf-idf, 

standard deviation of numerals, and idf of proper nouns. 

https://portal.issn.org/resource/ISSN-L/2311-3995
https://www.scielo.cl/img/revistas/ingeniare/v32/0718-3305-ingeniare-32-38-gt1.png
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Lexical variables with a discourse function focus on words that serve a discursive 

function within the text, such as markers or modalizers. They are measured 

through total quantification. For this third category, two features are analyzed: 

counterargumentative textual discourse markers and generalizing opinion 

connectors. 

The polarity lexicon refers to words associated with an emotional polarity. They 

will be negative polarity when associated with a negative emotion, and positive 

polarity when the emotion is positive. Polarity classification is carried out using 

dictionaries that offer varying degrees. For the trait in this category, the dictionary 

created by Finn Ârup Nielsen (Affin) is used. The fourth category highlights the 

very positive trait Affin. 

Finally, the emotions and feelings lexicon consists of words associated with 

emotions and feelings in a text. Like the previous category, words are classified 

using dictionaries. For the trait analyzed regarding the emotion of anger, the NRC 

dictionary is used. Developed by Saif Mohammad and Peter Turney, it establishes 

eight basic emotions: anger, fear, anticipation, trust, surprise, sadness, joy, and 

disgust, to classify the words in the text. 

Results and Discussion 

Linguistic characteristics of news of deaths 

The linguistic features relevant to each classification model are illustrated in Table 

2. In the model columns, a 1 means that the metric is among the ten most relevant 

for that model, and a 0 means that it is not. The "Total" column represents the 

number of models for which the linguistic feature was relevant, considering the 

https://portal.issn.org/resource/ISSN-L/2311-3995
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entire dataset. The features are listed in order of importance according to this 

value. The last three columns then show the number of models for which the 

linguistic feature is relevant, segmented by each news type: T1, T2, and T3. 

Table 2  Relevant linguistic features for each classification model.  

 

As observed, the four most relevant linguistic features for news classification, 

considering the complete validation dataset, are related to sentence length in terms 

of characters (R2-R3), the use of adpositions (R1), and proper nouns (R4). Further 

features are related to sentence length (R7, R9) and text length (R14), as well as 

the use of adpositions (R5, R10-R11). Other relevant features are added regarding 

the frequency of auxiliaries (R6), generalizing opinion connectors (R8), and 

https://portal.issn.org/resource/ISSN-L/2311-3995
https://www.scielo.cl/img/revistas/ingeniare/v32/0718-3305-ingeniare-32-38-gt2.jpg


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

21 
 

 

Vol. 13 No. 2 (2025) 

 

www.publishpk.net/index.php/techonlogy 

counterargumentative markers (R13). For two of the models, vocabulary that 

reflects anger (R12) is also relevant. 

If the news types are analyzed separately, feature R17, which lexicons of very 

positive sentiments, emerges as relevant for each of them, and the relevance 

overlaps also increase for features R15 and R16, which consider auxiliaries and 

numerals, respectively. For the real news in T3, a lower relevance of adpositions 

stands out, and a greater relevance in the frequency of auxiliaries, generalizing 

opinion connectors, numerals, and very positive sentiments. 

This analysis allows us to identify linguistic differences between news items in T1 

and T2, but especially between them and T3. Therefore, as will be seen below, it 

allows us to find differences between T1 and T3 that are unclear when considering 

only automatic classification models. 

Automatic classification of death news 

The classifier results are presented in Table 3. Green indicates a news item that is 

correctly classified according to its type, and red indicates an incorrect one. The 

"Unification" columns refer to the joint classification results of all classifiers. The 

"Correctness" column indicates "Yes" if the majority of classifiers correctly 

labeled the news item according to its type. This result is often useful for decision-

making, since greater coincidence in the model results translates into greater 

confidence for analysts. 

Table 3  News classification results. A red color means the label is incorrect, and a 

green color means the label is correct.  

https://portal.issn.org/resource/ISSN-L/2311-3995
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As expected, the results vary considerably depending on the news group. For group 

T1 (unintentional fake news about Chomsky), the linear SVM and LR models are 

the best (91% classification success), while RF only got three labels right (18% 

success) and SVM (RBF) and XGBoost only got one label right (9% success). 

Since the latter three are the majority, the combined results only achieve a 27% 

joint success rate. News item T1-10 is noteworthy, incorrectly classified by all 

models as real. In terms of linguistic features, it is a short news item, devoid of 

emotional vocabulary, generally made up of statements and referencing other 

sources; otherwise, no counterargumentative textual discursive markers are 

observed, all of which justifies the difficulty in classifying it as fake. 

For group T2 (real rectification news), the results are reversed. In this case, the 

XGBoost, SVM (RBF), and RF models, in that order, are the most successful 

(91%, 82%, and 73% success, respectively), with LR and linear SVM relegated to 

a low 55% and 45%, respectively. For the same reason as above, in this case the 

successful models are the majority, so a combined success rate of 82% is obtained. 

Finally, for group T3 (real news about Hawking), a phenomenon distinct from the 

previous two occurs. Here, SVM (RBF) and XGBoost perform very well (82% and 

100% success, respectively), just as in the previous case, but RF is very poorly 

positioned, with only 9% success. Therefore, with only two successful classifiers, 

the shared success rate is low, i.e., only 45%. 

In Abstract, we can conclude that none of the models is successful for all news 

types. Of the five, the SVM and XGBoost models appear to be the best, although 

they are useful for classifying different types of news. Among the three, it should 

https://portal.issn.org/resource/ISSN-L/2311-3995
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also be noted that XGBoost does not have as good performance metrics as the 

SVM models ( Table 1 ). 

On the other hand, a marked difference is observed in the correctness of the models 

for type T1 and type T3 news stories, which indicates that, in the opinion of the 

automatic classifiers, unintentionally fake news stories are perceived differently 

than real ones, even though they all talk about the death of a celebrity and are 

worded in a similar way. This difficulty in distinguishing between reality and 

falsehood is (only partially) mitigated by the analysis of linguistic features, such as 

the one performed in the previous section. 

Interpretation of the Results 

The results highlight considerable variability in the accuracy of automatic 

classifiers depending on the type of news, reflecting the complexity of 

distinguishing between true and false information in a context of rapid distribution 

and consumption. This highlights the vulnerability of the digital public sphere to 

disinformation, underscoring a crisis of trust in the media and traditional 

institutions that has national 
41

 and global 
42

 scope . The difficulty in correctly 

classifying unintentional fake news shows how the rapid spread of unverified 

information, driven by competition in the journalistic field and the attention 

economy, exacerbates the problem of disinformation. Furthermore, in the context 

of widespread use and dissemination through social media platforms, it is difficult 

to trace the initial source of information, as well as to identify whether it is denied 

or corroborated. Sociologically, it prompts us to question its impact on public 

https://portal.issn.org/resource/ISSN-L/2311-3995
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discussion and the ways in which we communicatively relate. In this sense, it also 

urges us to problematize the power of the media over the constitution of truth. 

Likewise, the dependence of machine learning and natural language processing 

models on the context in which they were trained limits their ability to generalize 

to new contexts or topics, indicating that technology alone cannot solve the 

problem of misinformation. Note how the lack of a "how" question limits the 

possibilities of understanding the problem. This suggests that a deep understanding 

of the social and cultural context in which information is produced and consumed 

is required. That is, going from the phenomenon to the field in which it is 

constituted. 

Regarding journalistic practice, during the search for news, it became evident that 

many media outlets gather news from multiple sources and do not remove fake 

news once it has been debunked. Furthermore, some outlets maintain fake news 

they themselves debunk, even when it was written by the same journalist. This 

exacerbates the difficulties in distinguishing between reality and falsehood, and 

highlights the "post-truth" phenomenon discussed at the beginning of this article. 

In fact, the question remains as to what happens when a fake news story has been 

massively debunked, but a news outlet, for one reason or another, still decides to 

maintain the erroneous information that helped amplify the falsehood. Given this 

lack of correction, this fake news, initially unintentional, transforms into 

intentional, going from misinformation to disinformation. This is another example 

that highlights the enormous difficulties in automatically distinguishing, even 

using advanced artificial intelligence techniques, between reality and falsehood. 

https://portal.issn.org/resource/ISSN-L/2311-3995
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In this regard, it is worth highlighting the controversy surrounding the fact that 

such false information, whether intentional or unintentional, is not removed from 

digital media platforms. Publishers argue their right to freedom of expression over 

the so-called "right to be forgotten" 
43

 associated with news that could damage 

people's image, as is the case of the false death of a public figure, which was 

reviewed in this investigation. However, the issue of the right to be forgotten 

digitally remains controversial, since although it is being rigorously addressed in 

Europe, in countries such as the United States, "search engines do not bear any 

type of responsibility for the information that appears in their search results" 
43

 . 

For its part, in the case of Chile, where the legal system is still not emphatic or 

categorical on the subject, a bill is being processed that could allow the elimination 

of information "that is considered obsolete due to the passage of time, or that in 

some way affects the development of any of the fundamental rights" 
44

 . 

Conclusions 

This paper addressed the problem of detecting unintentional fake news, a type of 

news that has been little analyzed in the literature. To this end, at least three 

methodological innovations were proposed. First, the use of a hybrid classification 

method, which combines supervised machine learning with natural language 

processing, using linguistic features specific to the Spanish language. Second, the 

use of a rigorous validation dataset, which does not consider real and fake 

(intentional) news, as is usual, but rather real news, unintentional fake news, and 

real news that refute the latter; something closer to the reality of traditional online 

https://portal.issn.org/resource/ISSN-L/2311-3995
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media. Finally, an interdisciplinary approach from computer science, linguistics, 

sociology, and journalism is used for the analysis and discussion of the results. 

The results of the analyzed case study, on news about celebrity deaths, demonstrate 

the enormous difficulty in classifying unintentionally fake news. In linguistic 

terms, it is observed that some linguistic features, such as those related to the use 

of adpositions (prepositions), sentence and text length, the use of proper nouns, 

counterargumentative markers, positive and negative emotions, among others, are 

relevant for this purpose. Regarding the classifiers, while some were able to 

correctly classify certain types of news, none were able to correctly classify all 

three types of news considered. 

A major limitation in the fake news classification problem, which also applies to 

this work, is the problem of multicontextuality. That is, the difficulty in ensuring 

that models are robust and maintain their performance, demonstrated for both 

training and test data, in new validation data. Indeed, contextual variation can 

negatively impact the accuracy of automatic classification models. 

Despite the identified difficulties, this work opens a new perspective in the analysis 

of information disorders, distinguishing between what constitutes and represents 

intentional and unintentional fake news, the former being more prevalent on social 

media platforms, and the latter in mass media and traditional online news outlets. 

To continue experiments along these lines, the generation of more data for 

validation is left as future work. 
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