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Abstract 

The accuracy on parameter recovery is compared between Structure Covariance 

Analysis (ACOV) and Partial Least Squares Path Modeling (PLS-PM), with 

simulated ordinals data with 5 points, in a simple model. An experimental 

design is used, controlling the estimation method, sample size, skewness level 

and model specification. Mean absolute differences are used to assess accuracy 

for the structural model. ACOV provided more accurate estimates of the 

structural parameters than PLS-PM in different experimental conditions. With a 

small sample size, both techniques are equally accurate. Using ACOV against 

PLS -PM is suggested. PLS choosing ACOV instead based on the use of a small 

sample size is not recommended. 

Keywords: structure covariance analysis; accuracy; structural equation 

modeling; partial least squares path modeling; parameter recovery; ordinal 

manifest variables 

 

Introduction 

Two approaches to Structural Equation Models (SEM) are usually 

distinguished: the approach based on covariance, within which is the 

Covariance Structure Analysis technique ([ACOV]; Jõreskog, 1970, 1979), and 

the approach based into components, within which is the Partial Least Squares 

Path Model ([PLS-PM]; Wold, 1977, 1980). 
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 ACOV is the MEE technique that has shown the greatest development and is 

the most popular to date (López & López, 2006). Which, in part, has been 

favored by being the first technique to be formally proposed and the first to 

present a statistical computer program that applies it: LISREL, developed by 

Jõreskog and van Thillo (1972), and which continues to be updated to date. date 

(Jõreskog & Sôrbom,2006). In contrast, PLS-PM has only had the LVPLS 

computer program, developed by Jan-Bernd Lohmõller, since 1984. Currently, 

both types of modeling have various specific analysis programs or have been 

included as routines in analysis packages. of data, among which are: AMOS 

(Arbuckle, 1994), CALIS (SAS Institute Inc., 2008), EQS (Bentler, 1995), 

Mplus (Muthén & Muthén, 1998-2010) and R v. 2.14.0 (R Development Core 

Team, 2011) with the "sem" v. packages. 3.0-0 (Fox, Nie, & Byrne, 2012) and 

“lavaan” (Rosseel, 2012), for ACOV; and PLS-Graph (Chin, 2001), R v. 2.14.0 

(R Development Core Team, 2011) with the packages "plspm" (Sánchez & 

Trinchera, 2012) and "semPLS" (Monecke & Leisch, 2012), SmartPLS (Ringle, 

Wende, & Will, 

PLS-PM is proposed as an alternative for parameter estimation compared to the 

normal distribution restrictions presented by ACOV when used with the 

maximum likelihood method (Jõreskog & Wold, 1982). Both MEE techniques 

have been purchased on various occasions (Areskoug, 1982; Chin, 1995; 

Fornell & Bookstein, 1982; Jõreskog & Wold, 1982; Reinartz, Haenlein, & 

Henseler, 2009; Wold, 1982a). The approaches point out that both techniques 

are more complementary than competitive, highlighting that the purpose of 

ACOV is to study the structure of the relationships between variables, reflected 

in the variance and covariance matrix, while PLS-PM's main objective is to 

maximize the variance. explained of the dependent variables of the model. 
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 Both MEE techniques share the conventions of graphical representation of the 

model, the linear formulation of the relationships between indicators and latent 

variables, and the inclusion of measurement and estimation errors in the 

model. Among the differences, it is found that ACOV's maximum likelihood 

estimation method assumes the joint normal distribution, while PLS-PM does 

not make distributional assumptions. 

It should be noted that there are other ACOV estimation methods that do not 

require compliance with the multivariate normality assumption 

(e.g., unweighted least squares, asymptotically free distribution , and scale-free 

least squares).ACOV estimates in large samples with multivariate normal 

distribution have turned out to be more efficient than PLS-PM estimates 

(Fornell & Bookstein, 1982), while PLS-PM estimates do not present problems 

in model identification, they are efficient in small samples, even estimating 

complex models and achieve convergence more quickly (Fornell & Bookstein, 

1982; Jõreskog & Wold, 1982). On the other hand, it is proposed that PLS-PM 

parameter estimates present greater efficiency and bias compared to ACOV 

estimates, tending to underestimate the parameters of the structural model and 

overestimate the parameters of the measurement model (Chin, 1995; Hulland, 

Ryan, & Rayner, 2010). 

The key difference of PLS-PM with respect to ACOV is the explicit definition 

of the latent variables, as a weighted combination of its indicators by the former 

(Wold, 1982b), in a similar way to how the Principal Components model is 

defined (Chin , 1995), which has led to it being called component-based MEE, 

sometimes also called variance-based MEE. For its part, ACOV proposes the 

definition of indicators as a combination of latent variables and, in addition, 

raises the need to estimate communalities as in the Common Factor model 
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 (Chin, 1995), which has led to it being called Factor-based MEE, sometimes 

also called covariance-based MEE. 

A notable work, on which this study is based, is that carried out by Hwang, 

Malhotra, Kim, Tomiuk and Hong (2010). In their study, they performed a 

simulation comparing the efficiency of three MEE techniques: ACOV, PLS-PM 

and Generalized Structural Component Analysis, with simulated data with 

interval scale, in a model that included cross effects. The authors found that 

the only determining condition in the adequate recovery of the parameters was 

the correct specification of the model. Specifically, when the model was 

correctly specified, ACOV recovered the parameters without bias 

and recoveredbetter parameters than PLS-PM. However, when the model was 

incorrectly specified, PLS-PM recovered the parameters better, even though 

both approaches presented bias in their estimates. ACOV overestimated the 

parameters: those of the structural model at the limit of the acceptable range 

(10%) and those of the measurement model outside the acceptable range, while 

PLS-PM underestimated the parameters of the structural model within the 

acceptable range and overestimated the parameters of the model measurement 

outside the acceptable range. 

In studies comparing ACOV with PLS-PM, interval-scaled simulated data are 

often used (e.g., Fornell & Bookstein, 1982; Reinartz et al., 2009). Although 

studies have currently been carried out with variables on an ordinal scale (e.g., 

Barroso, Cepeda, & Roldán, 2010; Hulland et al., 2010), these have used ACOV 

with the Maximum Likelihood (ML) estimation method, Despite the approach 

of Fornell and Bookstein (1982) and Forero, Maydeu-Olivares and Gallardo-

Pujol (2009) on the convenience of using the Unweighted Least Squares (ULS) 

estimation method on the polychoric correlation matrix, when the Manifest 
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 variables are measured on an ordinal scale. A study that compares both MEE 

techniques, using ACOV with the ULS estimation method is the one carried out 

by Tenenhaus, Mauger and Guinot (2010). However, the manifest variables 

used are on a dichotomous scale. 

The present study seeks to deepen the comparison of the most used MEE 

techniques, ACOV and PLS-PM, using extreme conditions of asymmetry and 

sample size, which exceed those used by Hwang et al. (2010); In addition, 

manifest variables with an ordinal scale are used, a condition that is considered 

common in the field of applied research in behavioral and health sciences. At 

the same time, the estimation method that has been proposed as most efficient 

for estimates with ACOV when ordinal variables are used is used, overcoming 

the limitations of previous studies. It should be noted that two levels of model 

specification will be used in the present study: more specified and less 

specified. 

Method 

A parameter recovery study was designed through simulation of synthetic 

samples. It was considered pertinent to assess the joint effect of four factors: 

MEE definition technique, with two levels: ACOV and PLS-PM; Model 

specification with two levels: more specified and less specified; Asymmetry 

with three levels: null (0), medium (1.25) and high (2) and Sample size with 

four levels: very small (50), small (100), medium (300) and large (500). These 

levels of asymmetry and sample sizes include the levels used by Hwang et 

al. (2010), seeking to overcome the limitations indicated by the authors in this 

regard, incorporating a higher level for asymmetry (2) and a smaller sample size 

(50). A complete design was proposed for the combination of factor levels. 
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 The population model used ( Figure 1 ) includes three latent variables (one 

exogenous and two endogenous) and nine reflective manifest variables (three 

for each latent variable). The exogenous latent variable (e) has a direct effect on 

one of the endogenous latent variables (η 1 ), which in turn has a direct effect on 

the other endogenous latent variable (η 2). This model is a variation of the 

model used by Bollen, Kirby, Curran, Paxton, and Chen (2007) and Hwang et 

al. (2010), to evaluate the recovery of parameters with different estimation 

methods using manifest variables with interval scale. Cross-loadings from the 

latent variables to the manifest variables were excluded to consider the simplest 

possible structure for the measurement model. 

 

Two levels of model specification were assessed in the estimable parameters: more specified (the population model is 

specified) and less specified (the parameter y 21 is also estimated , and which has not been 

specified in the generation of the samples, see Figure 1 ). This factor was 

defined as an intragroup effect. 

Both intragroup factors were combined within the four possible intergroup 

combinations. Therefore, the four factors are combined in a design (2x2x3x4), 

https://portal.issn.org/resource/ISSN-L/2311-3995
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 with the first two factors being intergroups and the second two being 

intragroups. 

For each of the simulated samples, the theoretical parameters of the model are 

estimated. From the estimates obtained, the percentage of solutions that 

converge and the percentage of improper solutions are assessed, for each of the 

experimental conditions considered and for the total number of samples 

generated. A maximum of 100 iterations was determined for the convergence of 

the solutions, and a solution was considered improper when one or more 

variances are negative or when one or more estimated parameters have values 

greater than 1 in absolute value, according to the verification. technique 

proposed by Bollen (1989). Samples that present solutions that do not converge 

or improper solutions are excluded from subsequent analyzes of the study 

because they are considered invalid, as in the study by Forero et al. (2009). 

To assess the distance between the estimated parameters and the population 

parameters expressed on the same scale as the parameters (precision), the Mean 

Absolute Differences (MAD) was calculated between the estimated parameter 

and the population parameter, for the Structural Model and the Measurement 

Model, in accordance with: 

 

Then, through a repeated measures ANOVA, the means of the MAD of the 

Structural Model are compared, in the valid replications per experimental 

condition. Lower values of MAD imply a smaller distance between the 

parameter estimate and the population parameter value. 

Analysis 
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 To estimate parameters with ACOV, the LISREL v.8.8 program (Jõreskog & 

Sõrbom, 2006) is used, calculating the polychoric correlation matrix with 

PRELIS and using Unweighted Least Squares as the estimation method, in 

accordance with what was proposed by Forero et al. to the. (2009). 

For the analysis with PLS-PM, the R v statistical analysis programming 

environment is used. 2.14.0 (R Development Core Team, 2011), with the 

"plspm" package (Sánchez & Trinchera, 2012). Considering that previous 

studies (Tenenhaus, Esposito Vinzi, Chatelin, & Lauro, 2005; Ringle, Gõtz, 

Wetzels, & Wilson, 2009) have verified the absence of differences in parameter 

estimates when using the different schemes for estimating parameters of PLS-

PM and the approach of Esposito Vinzi, Trinchera and Amato (2010), we 

choose to use the route scheme, as it is the only one that considers the direction 

of the relationships as they have been established in the predictive route model. 

To automate the analyzes in all conditions, the Visual Fox Pro 9.0 program is 

used, through which the LISREL and R analysis statements are executed, and 

the standardized estimates of the parameters are also extracted from the results 

files. of each program. 

The 24,000 estimation analyzes are performed (6,000 samples x 2 MEE 

approximations x 2 model specifications). The resulting data were analyzed 

using SPSS version 15. The analysis model used was a repeated measures 

Analysis of Variance (ANOVA) with 2 intragroup factors (MEE techniques and 

model specification) and with 2 intergroup factors (level of asymmetry). and 

sample size), using as the dependent variable the average of the absolute 

differences by condition for the parameters of the structural model. 

To evaluate the statistical relevance of the results, the use of the observed 

statistical significance value ( p value) was rejected due to the large number of 
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 replications used and the influence that the sample size has on the p value. For 

these reasons, it was decided to consider the effect size as a comparison value, 

taking into account only the effects corresponding to an effect size of at least 

medium (η = 0.06), according to Cohen (1988). The value of Eta square that 

assumes sphericity is reported, considering that this is the same value that was 

obtained for Greenhouse-Geisser, Huynh-Feldt and Lower-Limit. 

Results 

The percentage of convergent estimates in the total number of replicates was 

very high for both the ACOV technique (97.35%) and the PLS-PM technique 

(98.24%). The lowest percentage of convergence by condition was 79.2% for 

ACOV with the least specified model, asymmetry of 2 and sample size of 

50; condition in which PLS-PM presented 86.8% of solutions that 

converged. 4% of the total replicas had to be discarded due to lack of 

convergence. 

PLS-PM presented 0.2% of improper solutions, while ACOV presented 15.2% 

of improper solutions of the total number of replicates. The highest percentage 

of improper solutions (62.2%) was presented by ACOV in the less specified 

model condition, with asymmetry of 2 and a sample size of 50, an instance in 

which PLS-PM presented 0.8% of improper solutions. 

Replicas that presented improper solutions were not considered in subsequent 

analyses. In total, the use of 17.7% of the replicates was rejected, considering 

the 4,938 replicates valid for subsequent analyses. 

Precision 

In the repeated measures ANOVA (2x2x3x4) that assessed the MAD of the 

standardized estimates of the parameters of the Structural Model ( Table 1 ), no 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://www.scielo.org.co/scielo.php?script=sci_arttext&pid=S1657-92672015000300016&lng=en&nrm=iso&tlng=es#t1


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 third-order interactions with medium or higher effect sizes were evident. The 

following second-order interaction effect was found. 

 

Interaction between the MEE technique, the model specification and the level of 

asymmetry (η 
2
 = 0.08). The ACOV estimates presented a lower average MAD 

than the PLS-PM estimates, in the two model specification modalities, when the 

different levels of asymmetry were used. The difference between the MAD of 

ACOV and PLS-PM was smaller with the less specified model and this 

difference decreased as the level of asymmetry increased. The difference 

between the MAD of the techniques with the most specified model increased as 

the level of asymmetry increased ( Figures 2 , 3 and 4 ). 
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In addition, the first-order interaction effect was found between the MEE 

Technique and sample size (η 
2
 = 0.42). The average MAD of the ACOV 

estimates was lower than the average MAD of PLS-PM when very large, large, 

and medium sample sizes were used. The average MAD of PLS-PM tended to 

increase as the sample size decreased, and the average MAD of ACOV tended 

to increase as the sample size decreased, reaching levels similar to those 

presented by PLS. -PM when the sample size was small. Thus, the differences 

between the averages of the MAD decreased as the sample size decreased 

( Figure 5 ). 
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Finally, when analyzing the estimates obtained from each of the parameters of 

the Structural Model, when the less specified model is used. Regarding the 

parameter γ 21 PLS-PM presents higher estimates (x = 0.11; dt = 0.10; ET = 

0.001) than the ACOV estimates (x = 0.02; dt = 0.19; ET = 0.003), with η 2 

= 
0.27

 . The PLS-PM estimates of the parameter γ 11 presented a negative bias in 

the range of 28% to 38%, whereas ACOV presented a bias within the acceptable 

range (η 
2
 = 0.18). The PLS-PM estimates of the parameter β 21 presented a 

negative bias in the range of 33% to 42%, whereas ACOV presented a bias 

within the acceptable range η 
2
 = 0.13. 

Discussion 

The present study evaluates the accuracy in parameter recovery of the two most 

widespread MEE techniques: ACOV and PLS-PM. When analyzing a model 
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 defined by manifest variables measured on an ordinal scale, under different 

conditions of model specification, sample size and level of asymmetry. 

The main contribution of the present study is found in the inclusion of manifest 

variables on an ordinal scale and the use of the method that has proven to be 

most efficient for estimating parameters for ACOV under these conditions: ULS 

on the polychoric correlation matrix (Forero et al. ., 2009), an instance little 

investigated in the field of comparison of MEE techniques; and if it has been 

studied, the estimation method specified in the default statistical programs 

(Maximum Likelihood) has been used. This study overcomes this 

deficiency. Furthermore, some of the limitations pointed out by Hwang et al. are 

overcome. (2010), regarding the levels of asymmetry and sample size, 

The results show that about one sixth of the total parameter estimates made with 

ACOV present improper solutions, compared to 0.2% for PLS-PM. 

Regarding the precision in parameter estimation, the results show effects of 

asymmetry and sample size, unlike the findings of Hwang et al. (2010), in 

which only an effect of model specification was evident. In the Structural 

Model, ACOV presented a lower average absolute difference between estimates 

and population parameters (MAD), than PLS-PM in both model specification 

modalities, at the three levels of asymmetry. Likewise, the average MAD of the 

ACOV estimates was lower than the average MAD of PLS-PM when very 

large, large, and medium sample sizes were used. When a small sample size was 

used, both techniques obtained similar MAD values. 

In the Measurement Model, ACOV presented a smaller average absolute 

difference between estimates and population parameters (MAD) than PLS-PM 

in the condition of null asymmetry and large (n = 300) and very large sample 

sizes ( n = 500). By increasing the level of asymmetry, the MAD values of PLS-
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 PM resemble the MAD values of ACOV. With medium and small sample sizes, 

both techniques present similar average differences in the different levels of 

asymmetry used in this study. 

The tendency of PLS-PM to overestimate the parameter of the Structural Model 

that was set to 0 in the population model, that is, the tendency to identify direct 

effects where there are none, and to present a negative bias in the other 

parameters of the Structural Model, is mean the tendency to indicate that the 

relationship between latent variables is less intense than it really is. It will have 

negative effects when carrying out a mediation analysis. Therefore, for this type 

of analysis it is suggested to choose ACOV. 

In conclusion, it is proposed that the ACOV parameter estimation presents 

fewer differences between the estimated parameters and the population 

parameters (MAD) than PLS-PM, when large, medium and small sample sizes 

are used. Thus, it is proposed that ACOV estimates are more precise than PLS-

PM estimates. However, with a very small sample size, both techniques present 

similar values. Therefore, the tendency to use PLS-PM, based on the use of a 

small sample size (Hair et al., 2012; Gefen, Straub, & Boudreau, 2000; 

Marcoulides, 2006), is not supported by the results of this study. study and is 

inadvisable. 

The main limitations of the present study are the use of a model that is too 

simple, with high and invariant values for the parameters, which, being unusual 

in applied research, may limit the generalization of the results 

found. Furthermore, it seems advisable to use higher effect sizes to determine a 

relevant effect. 

As a suggestion for future studies on this topic, it is suggested to incorporate 

different levels for the ordinal scale, and may also incorporate different 

https://portal.issn.org/resource/ISSN-L/2311-3995


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 measurement scales for the manifest variables (e.g., ordinal and interval), 

models with different levels of complexity, different values of population 

parameters and/or training indicators. 

 

References 

XLSTAT 2009 [Computer Software]. Paris: Addinsoft. Available 

at http://www.xlstat.com/en/products/xlstat-plspm/         [    ] 

Arbuckle, J. (1994). AMOS: Analysis of moment 

structures. Psychometrika, 59(1), 135-137.         [  ] 

Areskoug, B. (1982). The first canonical correlation. Theoretical PLS analysis 

and simulation experiments. En K. G. Jõreskog & H. Wold (Eds.), Systems 

under indirect observation (Part II, pp. 95-117). Amsterdam: North-

Holland.         [  ] 

Barroso, C., Cepeda, G., & Roldán, J. L. (2010). Applying maximum likelihood 

and PLS on different sample sizes: Studies on SERVQUAL model and 

Employee Behaviour model. En V. Esposito Vinzi, W. W. Chin, J. Henseler & 

H. Wang (Eds.), Handbook of Partial Least Squares. Concepts, methods and 

applications (pp. 427-447). Berlin: Springer-Verlag.         [  ] 

Bentler, P. M. (1995). EQS Structural Equations Program manual. Encino, CA: 

Multivariate Software.         [  ] 

Bollen, K. A. (1989). Structural equations with latent variables. New York: 

Wiley.         [  ] 

Bollen, K. A., Kirby, J. B., Curran, P. J., Paxton, P. M., & Chen, F. (2007). 

Latent variable models under misspecification. Two-stages least squares (2SLS) 

and Maximum likelihood (ML) estimators. Sociological Methods and 

Research, 26(1), 48-86.         [  ] 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://www.xlstat.com/en/products/xlstat-plspm/


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 Bollen, K. A., & Long, J. S. (1993). Testing structural equation 

models. Newbury Park, CA: Sage Publications.         [  ] 

Chin, W. W. (1995). Partial Least Squares is to LISREL as principal 

components analysis is to common factor analysis. Technology Studies, 2(2), 

315-319.         [  ] 

Chin, W. W. (2001). PLS-Graph user's guide Version 3.0. Houston: Soft 

Modeling Inc.         [  ] 

Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd 

ed.). Hillsdale, NJ: Erlbaum.         [  ] 

Esposito Vinzi, V., Trinchera, L., & Amato, S. (2010). PLS path modeling: 

From foundations to recent developments and open issues for model assessment 

and improvement. En V. Esposito Vinzi, W. W. Chin, J. Henseler & H. Wang 

(Eds.), Handbook of Partial Least Squares. Concepts, methods and 

applications (pp. 47-82). New York: Springer-Verlag.         [  ] 

Forero, C. G., Maydeu-Olivares, A., & Gallardo-Pujol, D. (2009). Factor 

analysis with ordinal indicators: A Monte Carlo study comparing DWLS and 

ULS estimation. Structural Equation Modeling, 16 (4), 625-641.         [  ] 

Fornell, C., & Bookstein, F. L. (1982). Two structural equation models: 

LISREL and PLS applied to consumer exit-voice theory. Journal of Marketing 

Research, 19(4), 440-452.         [  ] 

Fox, J., Nie, Z., & Byrne, J. (2012). Sem: Structural equation 

models. Disponible en http://cran.r-

project.org/web/packages/sem/index.html        [  ] 

Gefen, D., Straub, D., & Boudreau, M. (2000). Structural equation modeling 

and regression: Guidelines for research practice. Communications of the 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://cran.r-project.org/web/packages/sem/index.html
http://cran.r-project.org/web/packages/sem/index.html


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 Association for Information Systems, 4(7), 1-78. Disponible 

en http://www.cis.gsu.edu/∼dstraub/Papers/Resume/Gefenetal2000.pdf 

Haenlein, M., & Kaplan, A. (2004). A biginner's guide to partial least squares 

analysis. Understanding Statistics, 3(4), 283-297.         [  ] 

Hulland, J., Ryan, M. J., & Rayner, R. K. (2010). Modeling customer 

satisfaction: A comparative performance evaluation of covariance structure 

analysis versus partial least squares. En V. Esposito Vinzi, W. W. Chin, J. 

Henselery & H. Wang (Eds.), Handbook of Partial Least Squares. Concepts, 

methods and applications (pp. 307-325). Berlin: Springer-Verlag.         [  ] 

Hwang, H., Malhotra, N., Kim, Y., Tomiuk, M., & Hong, S. (2010). A 

comparative study on parameter recovery of three approaches to structural 

equation modeling. Journal of Marketing Research, 47(4), 699-712.         [  ] 

Jõreskog, K. G. (1970). A general method for estimating a linear structural 

equation system. ETS Research Bulletin Series, 1-41. doi: 10.1002/j.2333-

8504.1970.tb00783.x        [  ] 

Jõreskog, K. G. (1979). Structural equation models in the social sciences: 

Specification, estimation and testing. En J. Magidson (Ed.), Advances in factor 

analysis and structural equation models (pp. 105-127). New York: University 

Press.         [  ] 

Jõreskog, K. G., & Sõrbom. D. (2006). LISREL 8.8 for Windows [Computer 

software]. Lincolnwood: Scientific Software International, Inc.         [  ] 

Jõreskog, K. G., & van Thillo, M. (1972). LISREL: A general computer 

program for estimating a linear structural equation of unmeasured variables 

(Report N° ETS-RB-72-56). Princeton, NJ: Educational Testing 

Service.         [  ] 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://www.cis.gsu.edu/


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 Jõreskog, K. G., & Wold, H. (1982). The ML and PLS techniques for modeling 

with latent variables: Historical and comparative aspects. En K. G. Jõreskog & 

H. Wold (Eds.), Systems under indirect observation: Causality, structure, 

prediction, (Part I, pp.263-270). Amsterdam: North-Holland.         [  ] 

Lohmõller, J.B. (1984). LVPLS program manual. Cologne, Germany: Central 

Archives for Empirical Social Research, University of Cologne. [    ] 

López, LM, & López, JM (2006). Comparative study of the estimates of two 

versions of the technology acceptance model (TAM) using the AMOS and PLS 

programs. European Research, 12(3), 95-110. [    ] 

Marcoulides, G. A. (2006). PLS: A silver bullet? MISS Quarterly, 30(2), iii-

ix.         [  ] 

Monecke, A., & Leisch, F. (2012). semPLS: Structural Equation Modeling 

Using Partial Least Squares. Journal of Statistical Software, 48(3), 1-32. 

Disponible en http://www.jstatsoft.org/v48/i03/paper        [  ] 

Mulaik, S. A. (2009). Linear Causal Modeling with Structural Equations. Boca 

Raton, FL: Chapman & Hall/CRC.         [  ] 

Muthén , L. , & Muthén , B. (1998–2010). Mplus User's Guide (6 
th

 ed.). Los 

Angeles, CA: Mutton & Mutton. Available 

at http://www.statmodel.com/download/usersguide/Mplus Users 

Guide  v6.pdf         [   

R Development Core Team. (2011). R: A language and environment for 

statistical computing [Software computacional]. Vienna, Austria: R Foundation 

for Statistical Computing, http://www.r-project.org/        [  ] 

Reinartz, W., Haenlein, M., & Henseler, J. (2009). An empirical comparison of 

the efficacy of covariance-based and variance-based SEM. International 

Journal of Research in Marketing, 26(4), 332-344.         [  ] 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://www.jstatsoft.org/v48/i03/paper
http://www.statmodel.com/download/usersguide/Mplus%20Users%20Guide%20v6.pdf
http://www.statmodel.com/download/usersguide/Mplus%20Users%20Guide%20v6.pdf
http://www.r-project.org/


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 Ringle, C. M., Gõtz, O., Wetzels, M., & Wilson, B. (2009). On the use of 

formative measurement specifications in structural equation modeling: A Monte 

Carlo simulation study to compare covariance-based and Partial Least Squares 

Model estimation methodologies (Research Memorandum No 14). Maastricht 

University, Maastricht Research School of Economics of Technology and 

Organization (METEOR). Disponible en http://mpra.ub.uni-

muenchen.de/15390/        [  ] 

Ringle, C. M., Wende, S., & Will, A. (2005). SmartPLS (Version 2.0) 

[Computer Software]. Hamburg: University of Hamburg. [    ] 

Rosseel, Y. (2012). lavaan: An R package for structural equation 

modeling. Journal of Statistical Software, 48(2), 1-36. Disponible 

en http://www.jstatsoft.org/v48/i02/paper        [  ] 

SAS Institute Inc. (2008). SAS/STAT® 9.2 User's Guide. Cary, NC: SAS 

Institute Inc.         [  ] 

Sánchez, G., & Trinchera, L. (2012). pls-pm: Partial Least Squares data analysis 

method. R package version 0.2-2. Disponible en http://cran.r-

project.org/web/packages/plspm/index.html        [  ] 

Tenenhaus, M., Esposito Vinzi, V., Chatelin, Y., & Lauro, C. (2005). PLS path 

modeling. Computational Statistics & Data Analysis, 48(1), 159-205. 

doi: 10.1016/j.csda.2004.03.005        [  ] 

Tenenhaus, M., Mauger, E., & Guinot, C. (2010). Use of ULS-SEM and PLS-

SEM to measure a group effect in a regression model relating two blocks of 

binary variables. En V. Esposito Vinzi, W. W. Chin, J. Henseler & H. Wang 

(Eds.), Handbook of Partial Least Squares. Concepts, methods and 

applications (pp. 125-140). Berlin: Springer-Verlag.         [  ] 

https://portal.issn.org/resource/ISSN-L/2311-3995
http://mpra.ub.uni-/
http://mpra.ub.uni-/
http://muenchen.de/15390/
http://www.jstatsoft.org/v48/i02/paper
http://cran.r-project.org/web/packages/plspm/index.html
http://cran.r-project.org/web/packages/plspm/index.html
http://dx.doi.org/10.1016/j.csda.2004.03.005


 

Technology Journal of Management , Accounting and 

Economics (TECH) 
ISSN: 2311-3995 

 
 

 

 

 

www.publishpk.net/index.php/techonlogy 

Vol. 10 No. 2 (2022) 

 Wold, H. (1977). On the transition from pattern cognition to model building. En 

R. Henn & O. Moeschlin (Eds.), Mathematical economics and Game Theory: 

Essays in honor of Oskar Morgenstern (pp. 536-549). Berlin: Springer-

Verlag.         [  ] 

Wold, H. (1980). Model construction and evaluation when theoretical 

knowledge is scarce: Theory and application of partial least squares. En J. 

Kmenta & J. Ramsey (Eds.), Evaluation of econometric models (pp. 47-74). 

New York: Academic Press.         [  ] 

Wold, H. (1982a). systems under indirect observation using pls. en c. fornell 

(ed.), a second generation of multivariate analysis (Vol. 1, pp. 325-347). New 

York: Praeger Publishers.         [  ] 

 

https://portal.issn.org/resource/ISSN-L/2311-3995

